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We investigate the state complexity of combined operations for suffix-free regular
languages. Suffix-free deterministic finite-state automata have a unique structural property
that is crucial for obtaining the precise state complexity of basic operations. Based on
the same property, we establish the state complexity of four combined operations: star-
of-union, star-of-intersection, star-of-reversal and star-of-catenation. In the case of star-of-
intersection, we only have an upper bound and the lower bound is open.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Given a regular language L, researchers often use the number of states in the minimal DFA (deterministic finite-state
automaton) for L to represent the complexity of L. Based on this notation, we define the state complexity of an operation
for regular languages to be the number of states that are necessary and sufficient in the worst case for the minimal DFA
that accepts the language obtained from the operation. Maslov [15] obtained the state complexity of catenation and later
Yu et al. [23] investigated the state complexity further. The state complexity of an operation is calculated based on the
structural properties of input regular languages and a given operation. Recently, due to large amount of memory, fast CPUs
and massive data size, many applications using regular languages require finite-state automata (FAs) of very large size. This
makes the estimated upper bound of the state complexity useful in practice since it helps to manage resources efficiently.
Moreover, it is a challenging quest to verify whether or not an estimated upper bound can be reached.

Yu [22] gave a comprehensive survey of the state complexity of regular languages. Salomaa et al. [19] studied classes of
languages for which the reversal operation reaches the exponential upper bound. As special cases of the state complexity,
researchers examined the state complexity of finite languages [1,7], the state complexity of unary language operations [17]
and the nondeterministic descriptional complexity of regular languages [10]. For regular language codes, Han et al. [9]
studied the state complexity of prefix-free regular languages. Similarly, based on suffix-freeness, Han and Salomaa [8] looked
at the state complexity of suffix-free regular languages. There are several other results with respect to the state complexity
of different operations [2,4,5,11,12,16].

While people mainly looked at the state complexity of single operations (union, intersection, catenation and so on),
Yu and his co-authors [6,18,20] recently started investigating the state complexity of combined operations (star-of-union,
star-of-intersection and so on). They showed that the state complexity of a combined operation is usually not equal to the
composition of the state complexities of the participating individual operations. They also observed that in a few cases, the
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state complexity of a combined operation is very close to the composition of the state complexities. Lately, Jirásková and
Okhotin [13] established the tight bound for star-of-intersection and star-of-union of regular languages.

We consider the state complexity of combined operations on suffix-free regular languages, in particular, combined oper-
ations involving Kleene star. Note that the state complexity of operations on suffix-free regular languages is very different
from the state complexity of arbitrary regular languages because suffix-freeness gives a structural property in a suffix-free
DFA; there always exists a sink state and the start state has no in-transitions. Han and Salomaa [8] noticed that the second
property is necessary but not sufficient to guarantee that the language is suffix-free and examined the state complexity
of suffix-free regular languages. We further investigate the state complexity of combined operations for suffix-free regular
languages.

In Section 2, we define some basic notions. Then we present the state complexities of four combined operations in
the following sections: We establish the tight bound for star-of-union, star-of-reversal and star-of-catenation. In the case
of star-of-intersection, we only have an upper bound. We compare the state complexity of basic operations and the state
complexity of combined operations for suffix-free regular languages, and conclude the paper in Section 7.

2. Preliminaries

Let Σ denote a finite alphabet of characters and Σ∗ denote the set of all strings over Σ . The size |Σ | of Σ is the
number of characters in Σ . A language over Σ is any subset of Σ∗ . The symbol ∅ denotes the empty language and the
symbol λ denotes the null string. For strings x, y and z, we say that y is a suffix of z if z = xy. We define a language L to
be suffix-free if for any two distinct strings x and y in L, x is not a suffix of y. For a string x, let xR be the reversal of x and
for a language L we denote LR = {xR | x ∈ L}.

A DFA A is specified by a tuple (Q ,Σ, δ, s, F ), where Q is a finite set of states, Σ is an input alphabet, δ : Q ×Σ → Q is
a transition function, s ∈ Q is the start state and F ⊆ Q is a set of final states. If F consists of a single state f , then we use
f instead of { f } for simplicity. Given a DFA A, we assume that A is complete; namely, each state has |Σ | out-transitions
and, therefore, A may have a sink state that is, a state, from which no string is accepted. We assume that A has a unique
sink state since all sink states are equivalent and can be merged into a single state. Let |Q | be the number of states in Q .
The size |A| of A is |Q |. For a transition δ(p,a) = q in A, we say that p has an out-transition and q has an in-transition.
We say that A is non-returning if the start state of A does not have any in-transitions. An NFA is specified by a tuple
(Q ,Σ, δ, s, F ), where Q , Σ , s and F have the same meaning as for a DFA and δ is a transition function for Q × Σ to
2Q , which is the set of all subsets of Q . The subset construction produces an equivalent DFA M ′ = (2Q ,Σ, δ′, s, F ′) for an
NFA M = (Q ,Σ, δ, s, F ), where d′(R,a) = ⋃

r∈R δ(r,a) and F ′ = {R ∈ 2Q | R ∩ F 	= ∅}. Note that the subset DFA M ′ is not
necessarily minimal since some of its states may be unreachable or equivalent.

A string x over Σ is accepted by A if there is a labeled path from s to a final state such that this path reads x. We call
this path an accepting path. Then the language L(A) of A is the set of all strings spelled out by accepting paths in A. We say
that A is suffix-free if L(A) is suffix-free. If A is suffix-free, the start state of A cannot be final state, except for special case
L = {λ}. We define a state q of A to be reachable if there is a path from the start state to q. In the following, we assume
that all states are reachable and a DFA has at most one sink state. The state complexity SC(L) of a regular language L is
defined to be the size of the minimal DFA recognizing L. The state complexity of an operation is the number of states that is
sufficient and necessary in the worst case for a DFA to accept the language resulting from the operation, taken as a function
of the state complexities of operands. Formally, if 
 is a binary regular operation, then its state complexity is given by a
function f : N × N → N defined as follows:

f (m,n) = max
{SC(K 
 L)

∣∣ SC(K ) = m and SC(L) = n
}
.

For a unary operation, the definition is analogous.
For complete background knowledge in automata theory, the reader may refer to Wood [21].
We describe two known results that are useful to tackle the state complexity problem for suffix-free regular languages.

Proposition 1. Let L be accepted by a non-returning NFA of n states. Then the minimal DFA for L∗ has at most 2n−1 + 1 states.

Proof. Let A = (Q ,Σ, δ, s, F ) be a non-returning NFA for L. Then we construct an NFA A′ = (Q ,Σ, δ′, s, F ′) for L∗ from A
as follows:

δ′(q,a) =
{

δ(q,a), if q /∈ F ;
δ(q,a) ∪ δ(s,a), if q ∈ F .

F ′ = F ∪ {s}.
Namely, we make s to be final and add all out-transitions of s to the set of out-transitions of each final state. The resulting
NFA A′ is still non-returning and has n states. Therefore, the subset construction for A′ gives rise to a DFA of at most
2n−1 + 1 reachable states. �
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Fig. 1. DFA A for star-of-union. The sink state dA is omitted.

Fig. 2. DFA B for star-of-union. The sink state dB is omitted.

Lemma 2. (See Cmorik and Jirásková [3].) Consider a non-returning DFA A with the sink state and the sole final state. If no two distinct
states of A go to a non-sink state by the same symbol, then A is suffix-free.

Lemma 3. Let NFA N and let D be the DFA obtained from N by the subset construction. Assume that for each state q of the NFA N,
there exists a string wq in Σ∗ such that wq is accepted by N from the state q and is not accepted by N from any other state. Then the
states of the DFA D are pairwise distinguishable.

Proof. Recall that a state of D is a subset of states of N . Two distinct states of the DFA D have to differ in a state q of the
NFA N , and therefore the string wq distinguishes the two states. �
3. Star-of-union

We first consider the state complexity of (K ∪ L)∗ for suffix-free regular languages K and L.

Theorem 4. Let Σ be an alphabet with |Σ | � 5. The state complexity of the star-of-union on suffix-free regular languages over Σ is
given by the function

f (m,n) =

⎧⎪⎨
⎪⎩

2, if m = n = 1;
2n−2 + 1, if m ∈ {1,2} and n � 2;
2m−2 + 1, if m � 2 and n ∈ {1,2};
2m+n−4 + 1, if m,n � 3.

Proof. First we consider small cases of m and n. Note that SC(K ) = 1 means K = ∅. This follows that, for m = n = 1,
(K ∪ L)∗ = ∅∗ = {λ}, and, thus the state complexity is 2.

Next we examine the case where one of the DFAs has one or two states, say m = 1 or 2. This implies that K = ∅
(when m = 1) or K = {λ} (when m = 2). Therefore, (K ∪ L)∗ = L∗ and SC((K ∪ L)∗) = SC(L∗) = 2n−2 + 1, since, by Han and
Salomaa [8], the state complexity of the star of an n-state suffix-free language is at most 2n−2 + 1, and the bound is tight.
The case of n = 1 or 2 is symmetric.

Let m,n � 3. Let A = (Q A,Σ, δA, sA, F A) be a DFA for K and B = (Q B ,Σ, δB , sB , F B) be a DFA for L, where |Q A | = m
and |Q B | = n. Let dA ∈ Q A and dB ∈ Q B be the corresponding sink states of A and B , respectively. From A and B , we obtain
a non-returning NFA N for K ∪ L by removing dA , dB and their in-transitions, and merging sA and sB into a new start
state. Then N has (m − 2) + (n − 2) + 1 states and, thus, the minimal DFA for (K ∪ L)∗ has at most 2m+n−4 + 1 states by
Proposition 1.

To prove the tightness, consider the languages K and L accepted by the DFAs A and B shown in Fig. 1 and Fig. 2,
respectively.

The languages accepted by the DFAs A and B are suffix-free by Lemma 2. Let P = {p0, p1, . . . , pm−3} and Q =
{q0,q1, . . . ,qn−3}. To get an NFA N for (K ∪ L)∗ , we merge sA and sB into the new start state s that goes to {p0,q0}
by a. Then, we add transitions on a from p0 to {p0,q0} and from q0 to {p0,q0}. The final states of the NFA N are s, p0
and q0. The aim is to prove that the DFA D obtained from the NFA N by the subset construction has 2m+n−4 + 1 reachable
and pairwise distinguishable states.

Let us prove that {s} and an arbitrary subset X of P ∪ Q are reachable in the DFA D . The subset {s} is the start state of
the DFA D and it goes to {p0,q0} by a. Then, the state {p0,q0} goes to the state P ∪ Q by amax{m,n} . Now let X be a subset
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of P ∪ Q and pi ∈ X . Then the set X \ {pi} is reached from the set X by the string bm−2−icbi . Symmetrically, the set X \ {q j}
is reached from the set X by the string dn−2− jed j . This proves the reachability of all the subsets of P ∪ Q by induction.

In the NFA N , the string e is accepted only from state p0, the string bm−2−ie is accepted only from state pi , and
symmetrically, c is accepted only from q0, and dn−2− jc is accepted only from q j . It follows that the subsets of P ∪ Q are
pairwise distinguishable by Lemma 3. The start and final state {s} is distinguished from any other final state either by e or
by c.

Therefore, {s} and all subsets of P ∪ Q are reachable and pairwise inequivalent. �
4. Star-of-intersection

We consider the state complexity of (K ∩ L)∗ for suffix-free regular languages K and L. We first examine special cases
that K is small and after that investigate the general case.

4.1. Special cases: m = 2,3

We consider when one suffix-free DFA has only two states.

Lemma 5. Given a 2-state suffix-free minimal DFA A and an n-state suffix-free minimal DFA B, SC((L(A) ∩ L(B))∗) = 2.

Proof. Since A has two states, L(A) = {λ} and thus L(A) ∩ L(B) is either L(A) or ∅. It follows that SC((L(A) ∩ L(B))∗) =
SC({λ}) = 2. �

We next consider when one suffix-free DFA has only three states.

Lemma 6. Given a 3-state suffix-free minimal DFA A and an n-state suffix-free minimal DFA B, SC((L(A) ∩ L(B))∗) � n, and the
bound is tight if |Σ | � 2.

Proof. If K is suffix-free regular language over Σ with SC(K ) = 3, then

K = ST ∗,

where S and T are disjoint subalphabets of Σ . Since the state complexity of intersection for suffix-free regular languages
is mn − 2(m + n) + 6, the suffix-free regular language K ∩ L has at most n states (= mn − 2(m + n) + 6 if m = 3). Let the
language be accepted by a DFA C with the start state s and the transition function δ. Notice that all the transitions on
symbols in S from any non-start state of C go to the sink state. To get the DFA for (K ∩ L)∗ from the DFA C we only need
to redirect the transitions on every symbol x ∈ S from every final state of C to the state δ(s, x).

We next show that the upper bound can be reached. Let A be the minimal DFA for L(A) = {#an | n � 0} and B be the
minimal DFA for L(B) = {#ai | i ≡ 0 (mod n − 2)} over Σ = {a,#}. By Lemma 2, L(A) and L(B) are suffix-free. It is easy to
verify that |A| = 3 and |B| = n. Let L = (L(A) ∩ L(B))∗ . We claim that the minimal DFA for L needs n states by presenting a
set R of n strings over Σ that are pairwise inequivalent modulo the right-invariant congruence of L. Let R = R1 ∪ R2, where

R1 = {
λ,#an−3#

}
and R2 = {

#ai | 0 � i � n − 3
}
.

Any string #ai from R2 is inequivalent with λ since #ai · # /∈ L but λ · # ∈ L. Similarly, #ai is inequivalent with #an−3# since
#ai · an−2−i ∈ L but #an−3# · an−2−i /∈ L, for 0 � i � n − 3. Thus R1 and R2 are inequivalent with each other. The two strings
λ and #an−3# of R1 are inequivalent as well. Next, consider two distinct strings #ai and #a j from R2. Since #ai 	= #a j ,
#ai · an−2−i ∈ L but #a j · an−2−i /∈ L. Therefore, any two distinct strings from R2 are inequivalent. Thus, all n strings in R are
pairwise inequivalent. �
4.2. General case

Lemma 7. Given an m-state suffix-free minimal DFA A for K and an n-state suffix-free minimal DFA B for L, 2(m−2)(n−2) + 1 states are
sufficient for a DFA to accept (K ∩ L)∗ , where m,n � 4.

Proof. Let A = (Q A,Σ, δA, sA, F A) and B = (Q B ,Σ, δB , sB , F B), where |Q A | = m, |Q B | = n. Let dA ∈ Q A and dB ∈ Q B be the
corresponding sink states of A and B . From A and B , we can obtain a non-returning NFA N for K ∩ L by removing dA , dB

and running the cross-product construction. Recall that the states (sA,q) with q 	= sB and the states (p, sB) with p 	= sA

are unreachable in the cross-product automaton. Then, we eliminate unreachable states from N and the resulting NFA has
(m − 2)(n − 2) + 1 states. Thus, the minimal DFA for (K ∩ L)∗ has at most 2(m−2)(n−2) + 1 states by Proposition 1. �
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Fig. 3. DFA A for star-of-reversal. The sink state dA is omitted. Note that B within the dotted box is an example DFA over {a,b} such that SC(L(B)R ) = 2n−2

in Jirásková and Šebej [14], where q0 is the start state and qn−3 is the final state.

It is open to find the exact lower bound examples. On the other hand, we notice that the star-of-intersection operation
gives rise to an exponential blowup. For instance, when L(A) = L(B), L(A ∩ B)∗ = L(A)∗ . Since Han and Salomaa [8] showed
that there is a suffix-free regular language L such that SC(L∗) = 2m−2 + 1, there exists a suffix-free regular language whose
star-of-intersection state complexity is 2m−2 + 1.

5. Star-of-reversal

We consider the state complexity of (LR)∗ for a suffix-free regular language L.

Theorem 8. Let Σ be an alphabet with |Σ | � 3. The state complexity of the star-of-reversal on suffix-free regular languages over Σ is
given by the function

f (n) =
{

2, if n ∈ {1,2,3};
2n−2 + 1, if n � 4.

Proof. First we consider small cases of n. We tackle three cases separately:

(1) For n = 1, L(A) = ∅ and (L(A)R)∗ = {λ}.
(2) For n = 2, L(A) = {λ} and (L(A)R)∗ = {λ}.
(3) For n = 3, let A = (Q A,Σ, δA,q0,q1) be the minimal DFA for a suffix-free regular language and Q 1 = {q0,q1,dA}, where

dA is the sink state. We flip the transition directions in δA , make q0 final and q1 non-final. Furthermore, we use q1 as
a new start state. Namely, we construct a new FA AR = (Q A,Σ, δR

A ,q1,q0). It is easy to verify that AR is deterministic

and L(AR) = L(A)R . The DFA AR,∗ = (Q A,Σ, δ
R,∗
A ,q0,q0) recognizes L(AR)∗ . Moreover q1 is now unreachable from q0 in

AR,∗ . This follows that two states (the start and final state, and the sink state) are sufficient for the minimal DFA AR,∗ .
For the necessary case, we use a suffix-free regular language {a} over Σ = {a,b} whose star-of-reversal minimal DFA
has 2 states.

If L is suffix-free with SC(L) = n, when n � 4, then LR is prefix-free with SC(LR) � 2n−2 + 1 [8]. If K is prefix-free with
SC(K ) = n, then SC(K ∗) = n [9]. Combining these two results, we have SC((LR)∗) � 2n−2 + 1 for a suffix-free language L
with SC(L) = n.

Recently, Jirásková and Šebej [14] showed that there exists a binary DFA A such that SC(L(A)) = n and SC(L(A)R) = 2n .
We modify A to be suffix-free and demonstrate that the upper bound in Theorem 8 can be reached.

Let K be the language over {a,b} accepted by the (n − 2)-state Šebej’s automaton (see Fig. 3). Then, K R requires 2n−2

states. Take L = #K . Then L is accepted by an n-state DFA, and LR = K R #. Since K R requires 2n−2 states, there exist strings
{x1, x2, . . . , x2n−2} that are pairwise distinguishable in the right-invariant congruence defined by K R . Consider the set of
strings {x1, x2, . . . , x2n−2 } ∪ {w#}, where w is an arbitrary string in K R . For arbitrary two symbols i 	= j, there is a string
y such that exactly one of the strings xi y and x j y is in K R . Then exactly one of the strings xi y# and x j y# is in LR . The
string w# is in LR while the other strings in the above set are not. Thus the strings in {x1, x2, . . . , x2n−2 }∪ {w#} are pairwise
distinguishable in the right-invariant congruence defined by LR . �
6. Star-of-catenation

We consider the state complexity of (K · L)∗ for suffix-free regular languages K and L.

Theorem 9. Let Σ be an alphabet with |Σ | � 6. The state complexity of the star-of-catenation on suffix-free regular languages over
Σ is given by the function

f (m,n) =

⎧⎪⎨
⎪⎩

2, if m = 1 or n = 1;
2n−2 + 1, if m = 2 and n � 2;
2m−2 + 1, if m � 2 and n = 2;
2m+n−4 + 1, if m,n � 3.
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Fig. 4. DFA A for star-of-catenation. The sink state dA is omitted.

Fig. 5. DFA B for star-of-catenation. The sink state dB is omitted.

Proof. First we consider small cases of m and n. Note that, for SC(K ) = 1, K = ∅. Therefore, when m = 1 or n = 1, (K · L)∗ =
∅∗ = {λ}, and, thus the state complexity is 2.

Next we examine the case where one of the DFAs has two states, say m = 2. This implies that K = {λ}. Therefore,
(K · L)∗ = L∗ and SC((K · L)∗) = SC(L∗) = 2n−2 + 1, since, by [8], the state complexity of the star of an n-state suffix-free
language is at most 2n−2 + 1, and the bound is tight. The case of n = 2 is symmetric.

Let m,n � 3. From A = (Q A,Σ, δA, sA, F A) be a DFA for K and B = (Q B ,Σ, δB , sB , F B) be a DFA for L, we can construct
a non-returning NFA N for K · L as follows: First we make final states of A non-final and F B is the new set of final states.
Then, for z ∈ Σ , we add z-transition from every state in F A to δB(sB , z). Now sA is the new start state and this makes sB

unreachable. Thus, we remove sB and two sink states dA , dB of A and B . Since sA still has no in-transitions in N , N is
non-returning and has 1 + (m − 2) + (n − 2) states. Therefore, the minimal DFA for (K · L)∗ has at most 2m+n−4 + 1 states
by Proposition 1.

To prove the tightness, consider the languages K and L accepted by the DFAs A and B shown in Fig. 4 and Fig. 5,
respectively.

The languages accepted by the DFAs A and B are suffix-free by Lemma 2. Let P = {p0, p1, . . . , pm−3} and Q =
{q0,q1, . . . ,qn−3}. To construct an NFA N for (K · L)∗ , first omit sB and the transition by a from sB to q0. Next we add
transitions on a from p0 to q0 and from q0 to p0. Next add transitions on f from p0 to q0. The start state of NFA N is
sA and final states of NFA N are sA and q0. The aim is to prove that the DFA D obtained from the NFA N by the subset
construction has 2m+n−4 + 1 reachable and pairwise distinguishable states.

Let us prove that {sA} and an arbitrary subset X of P ∪ Q are reachable in the DFA D . The subset {sA} is the start state
of the DFA D and it goes to {p0} by a. The state {p0} goes to {p0,q0} by f . Then, the state {p0,q0} goes to the state P ∪ Q
by amax{m,n} . Now let X be a subset of P ∪ Q and pi ∈ X . Then the set X \ pi is reached from the set X by the string
bm−2−icbi . Symmetrically, the set X \ q j is reached from the set X by the string dn−2− jed j . This proves the reachability of
all the subsets of P ∪ Q by induction.

In the NFA N , the string e is accepted only from state p0, the string bm−2−ie is accepted only from state pi , and
symmetrically, c is accepted only from q0, and dn−2− jc is accepted only from q j . It follows that the subsets of P ∪ Q are
pairwise distinguishable by Lemma 3. The start and final state {s} is distinguished from any other final state either by e or
by c.

Therefore, all states in D are reachable and pairwise inequivalent. �
7. Conclusions

We can usually obtain a much lower state complexity for combined operations compared with the compositions of
state complexities of individual operations. However, for some cases, the state complexity of combined operations and the
composition of state complexities are similar. We have examined suffix-free regular languages and computed the state
complexity of combined operations.

Fig. 6 summarizes the state complexity of basic operations and the state complexity for combined operations of suffix-
free regular languages. For star-of-union, star-of-reversal and star-of-catenation, we have much lower state complexity
compared to the composition of the state complexities.

The lower bound for star-of-intersection is open. We notice that the upper bound of the star-of-intersection for two
suffix-free regular languages is the same as the composite function of intersection (mn − 2(m + n) + 6) and Kleene
star (2n−2 + 1). For regular languages, the state complexity for star-of-intersection is 3

4 · 2mn [13,18], which is also the
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Operation Complexity Operation Complexity
K ∪ L mn − (m + n) + 2 (K ∪ L)∗ 2m+n−4 + 1
K ∩ L mn − 2(m + n) + 6 (K ∩ L)∗ � 2(m−2)(n−2) + 1
LR 2n−2 + 1 (LR )∗ 2n−2 + 1
K · L (m − 1)2n−2 + 1 (K · L)∗ 2m+n−4 + 1
L∗ 2n−2 + 1 (L∗)∗ = L∗ 2n−2 + 1

Fig. 6. Comparison table between the state complexity of basic operations and the state complexity for combined operations of suffix-free regular languages.

same to the compositions of state complexity of intersection and star for regular languages. Therefore, it is our future work
to look for a tight lower bound for the star-of-intersection for suffix-free regular languages.
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